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Abstract
The growing excitement around generative AI (and LLMs) is fueling
a heightened interest in the development of AI-assisted writing
tools. One popular context is AI-assisted email writing, and this pa-
per explores how AI-generated emails compare to human-written
emails. We obtained human-written emails from the W3C corpus
and generated analogous AI-generated emails using GPT-3.5, GPT-4,
Llama-2, and Mistral-7B, and compared AI-generated and human-
written emails using a suite of natural language analyses across
syntactic, semantic, and psycholinguistic dimensions. AI-generated
emails are generally consistent across different LLMs but differ
significantly from human-written emails. Specifically, AI-generated
emails tend to be more formal, verbose, and complex, whereas
human-written emails are often more concise and personalized.
While AI-generated emails are slightly more polite, both types ex-
hibit a similar level of empathetic tone in language. Further, we
qualitatively examined user perceptions of AI and human-written
emails by conducting a small survey of 41 participants and inter-
viewing a subset of them. This study highlights preliminary insights
into generative AI’s distinct strengths and weaknesses in assisting
email communication, and we discuss the theoretical and practical
implications of the evolving landscape of AI-generated content.

CCS Concepts
• Human-centered computing→ Empirical studies in collabora-
tive and social computing; Social media.
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1 Introduction
Large Language Models (LLMs) have been instrumental in reshap-
ing the landscape of AI and language technology. LLMs, a class of
highly capable models trained on massive amounts of text [55, 56,
100], have transitioned within a short time from being part of a
research toolkit to being integrated into many commercial appli-
cations. The allure of LLMs is that a variety of day-to-day tasks
such as planning a trip, seeking cooking recipes, captioning photos,
or writing emails can be performed with ease by interfacing with
LLMs in natural language [1]. Not only have LLMs transformed
the way in which we produce and comprehend language, but they
have also become part of the cultural zeitgeist.

A common and widely adopted application of LLMs in everyday
use is inwriting tasks such as crafting emails. An assortment of tools
exist for this purpose: standalone applications such as ChatGPT to
tightly integrated all-platform tools such as Grammarly [30]. These
tools can aid the writer in adjusting their content, tone, style, and
syntax. In this paper, we ask how crafting emails with the assistance
of an LLM compares with emails crafted by humans. We posit that,
on the one hand, LLMs can be instructed with ease for this task—
also potentially helping break linguistic and social barriers—the
over-reliance of LLMs can be perceived negatively if their collective
use leads to homogenization of content and linguistic style. Despite
the delicate balance that is needed in the use of this technology
for writing emails, there remains no systematic investigation to
uncover the dimensions along which LLMs differ from humans in
the task of writing emails.

A systematic investigation is also needed for at least two addi-
tional reasons. First, despite the availability of many alternatives
for online communication, emails continue to be ubiquitous in
both social and professional settings. The writing and interpret-
ing of emails is laced with its own unique challenges needing a
tight adherence to social and communicative norms in the absence
of visible social cues in other forms of interpersonal communica-
tion [69]. Therefore, it is critical to evaluate the capabilities of LLMs
for linguistic markers of these norms and assess how emails written
by LLMs are perceived to build confidence in their role as assis-
tive technology. Second, while LLM-powered tools can enhance
the user’s efficiency and perceived writing quality, they concur-
rently raise considerations regarding the origin and genuineness
of the content—is something human-written, machine-generated,
or machine-improved? Furthermore, it remains unknown whether
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AI models sufficiently incorporate context in generating cohesive
information—a crucial aspect of email communication.

Empirical insights into the above questions will help us under-
stand the strengths and limitations of AI-writing assistance, guiding
the design and development of more effective and reliable tools. Ad-
ditionally, understanding these dynamics will provide preliminary
insights into AI’s integration into mainstream tasks such as work-
place communication and the new challenges and considerations
it may introduce. To this end, we ask the research question (RQ):
How do AI-generated emails linguistically compare against
human-written emails?

We conducted a linguistic examination of emails based on com-
paring and contrasting human-written and AI-generated email
content. We leveraged the email dataset from the W3C corpus [90],
which we consider the human-written email dataset. Then, we used
a suite of LLMs (GPT-3.5, GPT-4, Llama-2, and Mistral-7B) to obtain
our AI-generated email datasets. We examined linguistic attributes
spanning syntactic, semantic, and psycholinguistic analyses. We
also conducted small user studies with 41 participants through sur-
veys and interviews that focused on understanding user perceptions
about AI-generated versus human-written emails.

Our investigations revealed that AI-generated emails are differ-
ent from human-written emails based on linguistic attributes with
statistical significance. Specifically, AI-generated emails are con-
sistently more formal, encode a neutral-to-positive sentiment, are
more readable, and tend to stick with uniform semantics and topics.
However, AI-generated emails tend to be more complex, often reuse
the same words, and are more verbose compared to human-written
emails. This work bears theoretical implications in understanding
how AI-generated emails perform in language compared to human-
written emails and practical and design implications for designing
tools for AI-assisted email writing.

2 Related Work
2.1 Application of LLMs in Writing Assistance
Large Language models (LLMs) are a type of foundational mod-
els [9] typically characterized by training on vast amounts of text,
having billions of parameters, and showing capabilities on a range
of linguistic and general-purpose comprehension or generation
tasks. Recent examples of LLMs include both commercial models
such as OpenAI’s GPT [61], Google’s Gemini [84] and PaLM [6],
and open-access models such as Meta’s Llama [88] and Mistral [43].

A popular application of LLMs is writing-assistance [46], includ-
ing, but not limited to, chatbots such as ChatGPT, Gemini [87], and
Sparrow [34], coding assistants such as GitHub Copilot [60], Code
Llama [70], and Lemur [93], question-answering applications in
domains such as law [75] and medicine [65], and creative writing
narrative composition applications such as screenplay generation
such as Dramatron [57], Re3 [95] and Detailed Outline Control [94],
and several others [15, 39, 97]. More integrative and task-agnostic
writing applications include LLM-for-X, which supports workflows
for multiple tasks such as article composition or coding [86] and
GhostWriter [96], which builds a human-AI collaborative writing
interface. The development of these applications and concurrent

progression in LLM capabilities can be aided by a thorough under-
standing of the dimensions along which LLM-enhanced writing
differs from human writing, which is the focus of this paper.

To interact with LLMs, users employ prompting [51, 92] where
an LLM is given input in the form of text such as a dialogue turn, a
question or a fragment of a story, along with instructions to get a
response such as the next turn in the dialogue or answer to the ques-
tion, or the rest of the story, respectively. Recent work investigated
the use of LLMs by knowledge workers [23], inferring that LLMs
assist workers in both composition and comprehension tasks such
as text summarization and writing improvement, respectively [10].

LLM-Assisted Writing and Perceptions. Prior work on AI-assisted
email writing focused on enhancing the experience of people with
special needs. Goodman et al. [36] studied the challenges of email
writing for people with dyslexia and designed a prototype email-
writing interface that uses LLMs to powerwriting support tools [36],
and Buschek et al. [14] investigated the impact of multi-word sug-
gestion choices on text composition for non-native English writers
and developed a text editor prototype with GPT-2 [14].

Recent research on the professional perception of AI-assisted
writing reveals that AI-generated messages are professional, effec-
tive, efficient, confident, and direct [20]. Liu et al. examined the trust
perceptions of AI-mediated email writing [52], and Padmakumar
and He studied if writing with LLMs reduces content diversity [62].
Relatedly, Kacena et al. studied AI-assisted academic writing to find
that AI-based writing tools effectively reduce the time for writing
but potentially include inaccurate information, and thus writers
should utilize such tools with caution [45].

2.2 Language Analysis and Online
Communication in the Workplace.

The ubiquity and widespread use of online technologies in profes-
sional and workplace settings has also enabled a body of research to
emerge in studying this data to understand worker behaviors [25].
For instance, Ehrlich and Shami examined employees’ motivations
for using social media [28], finding that social media engagement,
both at work and home, fostered a sense of connection among
workers and helped enhance professional reputation. Research has
also shown a positive correlation between social media usage and
workplace wellbeing [77]. For example, IBM’s Beehive platform
offered benefits in networking, career advancement, and innova-
tion through increased workplace social interactions [26, 27, 29, 32].
A number of analytical and computational techniques, including
language and network dynamics, have been applied to investigate
factors influencing outcomes such as employee engagement [59, 76],
affect [25, 72], organizational role [73], social dynamics [77], rep-
utation [40], organizational relationships [11, 33, 58], workplace
behaviors [22, 54], and job satisfaction [74].

In particular, email communication is an important factor at
work [4, 98], and the language used in email communication carries
information indicative of a person’s behavior in the organization,
such as how one addresses another person due to the hierarchy of
power [8]. Patil et al. [63] modeled organizational attrition using
email communication, andMitra and Gilbert [58] studied howwork-
place gossip manifests in email communication using the publicly-
available Enron email corpus[80]. Relevant to our work isRobertson



Emails by LLMs: A Comparison of Language in AI-Generated and Human-Written Emails Websci ’25, May 20–24, 2025, New Brunswick, NJ, USA

Table 1: List of prompts used to generate emails.

Given the following email, help me write a reply to the email with appro-
priate tones and information:
Help me write a response to the following email from my colleague
Please help me write a response to the given email from a coworker in the
company:
The following is an email from one of my coworkers in the company, help
me write an email to reply:
I have an email from a colleague, help me write back to this person:

et al. [69]’s work on characterizing problematic automatic email
suggestions on Outlook.

2.3 Comparison to Prior Work
With growing excitement surrounding the development and deploy-
ment of LLMs, LLMs are no longer a research topic but a practical
tool integrated into our daily lives. Despite recent interest in AI-
assisted writing [35], our understanding of LLMs’ potential in email
writing—an everyday online communication used both profession-
ally and casually—remains empirically underexplored. Our work
addresses the theoretical gap by providing an empirical comparison
betweenAI-generated emails and human-written emails. Ourmixed
methods study examines the content and the perceptions of the
emails. We borrowed from natural language analyses to examine
the content of emails, as well as user studies to understand partici-
pants’ perceptions of emails. Our work is situated in the emerging
space of human-AI collaboration, around questions related to AI
alignment, trust, and perceptions [31, 79, 85].

3 Data
This study compares the language of human-written andAI-generated
emails. In this section, we describe our dataset collection and con-
struction. Our email dataset consists of several email threads, each
containing a sequence of email conversations.

3.1 Email Dataset Construction
3.1.1 Human-Written Email Dataset. We sourced our email dataset
from the World Wide Web Consortium (w3c.org) corpus [21, 90].
Upon downloading the W3C email corpus, we used the pipeline
developed by Zhang et al. [99] to process and format the raw email
data into structured email threads, and each thread is restricted to
a conversation between two people. This results in 80 threads and
296 emails in total, out of 9,841 email threads (𝐸𝐻 ).

3.1.2 AI-based Email Generation. To obtain an AI-generated email
dataset to compare with, we used a variety of LLMs—GPT-3.5 and
GPT-4 [61], Llama-2 [88], and Mistral-7B [43]. These LLMs cover a
suite of different architectures, parameters, and training datasets.
To each of these LLMs, we prompted the first emails in 𝐸𝐻 as
prompts to generate follow-up email threads using the default
temperature setting of 1.0. Given that our human-written email
corpus (W3C dataset) consists of emails in a workplace setting, we
tailored our prompts to workplace and professional settings—these
prompts are listed in Table 1. We iteratively applied this process
to all email threads in the 𝐸𝐻 dataset. Finally, we end up with four

LLM-generated datasets with four LLMs considered. Each of these
datasets consisted of 80 email threads and a total of 296 emails.

For ease of exposition, this paper mainly focuses on comparing
human-written emails with GPT-4-generated emails. Later, in sec-
tion 6, we provide a comparison with all LLMs. Figure 1 shows an
overview of our study design and methodologies.

4 Quantitative Examination
Our study aims to provide empirical evidence of how LLMs per-
form in content generation, especially email writing, by comparing
and contrasting the language of human-written and AI-generated
emails. Essentially, we approached the problem in a theory-driven
fashion [24, 71] and investigated the distinctive characteristics be-
tween human-written and AI-generated emails across three linguis-
tic dimensions: 1) syntactic, 2) semantics, and 3) psycholinguistics.
The following subsections describe the analyses, their rationale, and
observations. For each analysis, we measured effect size (Cohen’s
𝑑), and conducted 𝑡-tests and Kolmogorov-Smirnoff (KS) tests for
statistical significance. Table 2 and Table 3 summarize the results,
which we go through in detail in this section.

4.1 Syntactic Analyses
4.1.1 Verbosity. Verbosity (and conciseness) is a key linguistic
feature in written communication [41]. We operationalized three
measures of verbosity by counting the number of—1) words per
sentence, 2) words per email, and 3) sentences per email. We find
that AI-generated emails (mean=193.4 words) contain 166.8% more
words than human-written emails (mean=72.5 words), along with a
statistically significant difference as per 𝑡-test (𝑡=19.47, p<0.05). Fur-
ther, AI-generated email responses contain 129.2% more sentences
than human-written emails (per Table 2).Whenwemanually looked
into the AI-generated emails, we found significant occurrences of
greetings and polite expressions [69], like “Please let me know if
there is anything specific you would like me to focus on [...]” and
discussions of implications of matters, such as in “I understand the
importance of staying updated, especially with the rapid changes in
the IETF expiration process. I’ll review the document from the link you
provided on your homepage.”, where the earlier email only mentions
update the website.

4.1.2 Readability. Readability is a measure of text comprehensibil-
ity. Drawing on prior work, we calculated the Coleman-Liau Index
(CLI) [67, 91]. We measured the Coleman-Liau Index (CLI) [19]
to assess the understandability of email texts, which is defined as
𝐶𝐿𝐼 = (0.0588𝐿 − 0.2596𝑆 − 15.8), where 𝐿 is the average number
of letters per 100 words and 𝑆 is the average number of sentences
per 100 words. CLI corresponds to U.S. grade levels—the higher
the score, the higher the education level required to comprehend
the text. We find that GPT-generated emails generally have higher
CLI scores (mean=11.3), with human-written emails having signifi-
cantly lower scores (mean=6.82). While higher readability indicates
a “better” quality of writing, it also entails that one requires a
higher level of education to appropriately comprehend the email
content AlAfnan and MohdZuki [3]. For example, “I concur that
advocating for a model that supports both mutable and immutable
revisions with consistent operation interpretations does simplify the
configuration management process [...] Could we perhaps schedule a
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Figure 1: A schematic overview of our study design.

time to discuss this further [...]” is a response generated by GPT-4
with a CLI score of 17.56 which indicates that it is likely that only
a professional would be able to understand this. On the other hand,
“I guess I don’t really get what it means to “checkout” an old revision
that will be replaced on checkin and not branched. To mean they
seem like dissimilar things that need to interoperate.” is a human-
written response, with a CLI score of 8.73. The key difference is that
LLM-generated texts tend to use more complicated words, longer
sentences, or fewer sentence breaks; whereas humans prefer daily
vocabulary. This shows that humans are more likely to naturally
write emails in a more casual style, whereas LLMs are trained to
convey the message more professionally.

4.1.3 Complexity. Complexity is a metric that presents the aver-
age length of words per sentence across the entire text. Prior work
noted that complexity is negatively associated with the perceived
likelihood of anAI agent [91]. Different from readability, whichmea-
sures character-to-word ratio, complexity considers word lengths
within sentences. A higher score indicates longer words are used,
suggesting a more sophisticated vocabulary. For example, in one of
the emails generated by an LLM: “Thank you for sharing the new
URL scheme proposal. It definitely seems like something that’s moving
forward quickly, especially with implementations already in place. I
can take a look at the draft and will provide feedback or sign off by [...]”
whereas, for the same email, the human-written email response
was “Ok, educate me. What is a VEMMI???”. From this example, we
can observe that LLMs use longer, multi-clause sentences with so-
phisticated vocabulary while humans prefer short, direct ones with
simpler language. On average, GPT-generated emails (mean=4.85)
scored 19.8% higher than human-written emails (mean=4.05) with
statistical significance (Cohen’s 𝑑=1.02, 𝑡=10.6, 𝑝<0.01).

4.1.4 Repeatability. Repeatability is another syntactic-based lin-
guistic feature that measures the average number of non-unique
words used in each email (ranging from 0 to 1), with a score closer
to 0 meaning fewer words are repeated, and vice versa for a score
close to 1. We found GPT-generated emails (mean=0.48) to have
52.30% higher repeatability score compared to humans (mean=0.31)

Table 2: Summary of comparing email syntactic and semantic
measures of Human-Written vs GPT-4 Generated Emails,
with Cohen’s 𝑑 , 𝑡-test, and Kolmogorov–Smirnov (KS) test (*
𝑝<0.05, ** 𝑝<0.01, *** 𝑝<0.001).

Metric GPT-4 Human Δ% d t KS
Syntax

Verbosity: Words per Sentence 19.70 18.00 9.62 2.00 0.19* 0.41***
Verbosity: Words per Email 193 68.8 181.00 1.88 19.5*** 0.73***
Verbosity: Sentences per Email 9.81 4.14 137.00 1.71 17.8*** 0.75***
Readability 11.30 6.82 64.60 1.35 14.0*** 0.61***
Complexity 4.85 4.05 19.80 1.02 10.60*** 0.45***
Repeatability 0.47 0.31 52.30 1.17 12.20*** 0.50*

Semantics
Polarity 0.23 0.11 103.00 0.74 7.65*** 0.47***
Subjectivity 0.48 0.40 19.20 0.45 4.67*** 0.32***
Formality 0.80 0.52 51.90 0.58 6.06*** 0.28***
Politeness 1.0 0.83 16.81 0.54 5.57*** 0.85***
Empathy 0.94 0.93 0.75 0.024 0.25 0.85***
Diversity 0.36 0.38 -4.87 -0.98 -10.10*** 0.50***

with statistical significance (Cohen’s 𝑑=1.17, 𝑡=12.20, 𝑝<0.01). We
also note that an LLM is more likely to repeat some key entities
in the email, and in the context of this dataset, they tend to re-
peat technical terms such as “URL” or “link”. For example, while a
human-written email, “I have experience to get WEB or Binary files
by using your service, but I am fail when I try to get file with above
URL via email. The program is free, and I can use FTP explorer to
get it. What is the problem?”, has a repeatability score of 0.263, a
GPT-generated email response for the same thread, “Thank you for
reaching out with your query regarding the difficulty in accessing
the file through the provided FTP link via email. It seems that the
issue might be related to how FTP links are handled within email
clients [...]” has a repeatability score of 0.612 since ’FTP’ was men-
tioned multiple times. This suggests that GPT-4-generated emails,
in general, have a less diverse vocabulary in generated texts [5, 49],
whereas human-written emails cover a broader vocabulary and a
wider range of topics via more varied language.
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Figure 2: Comparison of the distribution of linguistic features measures between GPT-4 (LLM) and human-written email
responses. Dash lines represent the means of respective distribution.

4.2 Semantic Analyses
4.2.1 Polarity. Politeness is a core component of Polarity, a feature
in sentiment analysis provided by TextBlob [53]. It quantifies the
sentiment of a text on a continuous scale, where values near -1
indicate a highly negative sentiment, 0 is neutral, and values ap-
proaching 1 represent a highly positive sentiment. Results shown
as a density plot in Figure 2(g) highlight that LLM-generated emails
generally carry more positive sentiment and mostly have a positive
polarity score with a mean score of 0.231, whereas human-written
emails’ scores are more spread out with a mean of 0.114. Typically,
AI-generated email responses retained a neutral to positive polarity.
This can be an artifact of the fact that LLMs may be trained along
with red-teaming and moderation efforts [42] to avoid using neg-
ative language in their responses. For example, a human-written
email, “Sorry, I only just saw your previous mail.. Clement REALLY

ANNOYING ME!!!” with a polarity score of -0.42, whereas for the
same thread, GPT-4 responded with “I just saw your email, and I
understand how frustrating this situation must be for you. I’m here
to help resolve this issue as quickly as possible. Could you please
provide more details about what’s happening, or if there’s a specific
problem you need assistance with?”, with a polarity score of 0.16.
Furthermore, AI-generated responses with lower scores tend to
mention words related to issues and challenges in work, as in “Hi
Geoff, Thank you for reaching out and I’m sorry to hear about the
difficulties you’re experiencing with downloading the PS file. Here are
a few troubleshooting steps that might resolve the issue [...]”.

4.2.2 Subjectivity. Subjectivity estimates the degree to which a
piece of text contains personal opinions, emotions, or judgments,
as opposed to factual content. To operationalize subjectivity, we
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used Textblob [53] that measures the amount of personal opin-
ion and factual information contained in the text, with values in
the range of 0.0 to 1.0, where a higher value represents more per-
sonal opinions and more subjective. We find that GPT-generated
emails (mean=0.48) show 19.2% higher subjectivity than human-
written emails (mean=0.40). Interestingly, this indicates that GPT-
generated emails are likely to include more “personal opinions”
than human-written emails. However, Figure 2i shows that human-
written emails tend to have a higher variance than GPT-written
emails. For example, one human-written email included, “Please
kindly tell us what the problem is? They’re REALLY ANNOYINGME!!!”
which scored 0.90 on subjectivity.

4.2.3 Formality. Formality is a semantic measure that estimates
the level of sophistication, politeness, and adherence to “established
conventions” in communication [50]. For our study, we operational-
ized formality using a fine-tuned RoBERTa-based formality clas-
sifier from prior work [7]. This classifier is built on Grammarly’s
Yahoo Answers Formality Corpus (GYAFC) [68] and the Online
Formality Corpus [64], and it achieves an approximate accuracy of
91% on its benchmark dataset. This model labels text to be formal
or informal, with a confidence score between 0 and 1. We find GPT-
generated emails (mean=0.80) to be significantly more formal by
51.90% than human-written ones (mean=0.52), with statistically sig-
nificant differences (Cohen’s 𝑑=0.58, 𝑡=6.06, 𝑝<0.01). For example,
a human-written email is “Send only the word help Examples help
send help index help advanced help get help xget No need for send
or get or something similar.” and it has a formality score of -0.51,
compared to the GPT-generated email is “Thank you for reaching
out with your request for assistance regarding the ERROR REPORT. I
understand you need command instructions related to the URLs you
mentioned, as well as support for handling offline HTML browsing. To
provide you with the most effective support, I’ll need a bit more detail
about the specific issues or errors you’re encountering [...]”, which has
a formality score of 0.96. This example illustrates how AI-generated
emails maintain a consistently formal tone, while human responses
may include grammatical errors or personal emotions, making them
appear more informal to the classifier.

4.2.4 Politeness. Politeness has been studied as a key aspect of
professional communication, especially emails [2, 13].We employed
a pre-trained politeness classification model [81]. This classifier
labeled all the AI-generated emails as “polite”—highlighting that
the GPT-4 model is significantly trained and red-teamed to only
generate polite interactions. On the other hand, the mean politeness
score of human-written emails is 0.83—with instances of emails
with impolite tone, e.g., “Standardization comes by wittling down
the list of contenders, not continuously extending it [..] I have nothing
to add to it, maybe Chris or Michael want to revive it. I still believe it
addresses the problems that are still evident in more recent proposals.”

4.2.5 Empathy. An empathetic tone in emails can often lead to pos-
itive communication and building stronger rapport both profession-
ally and personally. Prior work describes empathy as a cognitively
complex process in which one can stand in the shoes of another per-
son to understand their perspectives, emotions, and situations they
are in [37, 78]. We employed a RoBERTa-based empathy detection
model, fine-tuned on a dataset of empathetic interactions [12, 82] to

Table 3: Comparing LIWC usage between GPT-4-generated
Human-written emails, with mean occurrences, percentage
difference (Δ%), Cohen’s 𝑑 , 𝑡-test, and Kolmogorov–Smirnov
test (KS) test. Statistical significance reported after Bonfer-
roni correction (* 𝑝<0.05, ** 𝑝<0.01, *** 𝑝<0.001). Only cate-
gories with significant differences are reported.

LIWC GPT-4 Human Δ% d t KS

Affect
Anxiety 0.017 0.001 2,298.31 0.13 0.84** 0.20
Pos. Emo. 0.005 0.032 84.42 0.73 4.63*** 0.33***
Neg. Emo. 0.002 0.002 -14.81 0.46 2.91** 0.24*
Cognition & Perception
Percept 0.114 0.010 1,046.12 1.18 7.46*** 0.54***
Hear 0.004 0.002 106.35 0.25 1.56* 0.34***
Social & Personal Concerns
Friend 0.053 0.003 1,666.08 0.60 3.82*** 0.40***
Female 0.050 0.001 4,534.26 1.07 6.79*** 0.51***
Leisure 0.002 0.003 -16.57 0.41 2.57* 0.44***
Achiev. 0.034 0.016 107.00 0.25 1.59* 0.36***
Function Words
Article 0.053 0.059 -10.63 -0.30 -1.91* 0.26**
Preposition 0.114 0.096 18.96 0.66 4.20*** 0.38***
Conjunction 0.051 0.036 43.34 1.06 6.68*** 0.59***
Adverb 0.026 0.034 -23.15 -0.52 -3.27** 0.30**
Negate 0.003 0.013 -81.18 -1.32 -8.36*** 0.69***
Aux. Verb 0.050 0.070 -28.42 -0.95 -6.03*** 0.53***
Number 0.098 0.004 2280.27 1.20 7.56*** 0.57***
Quant 0.041 0.016 161.99 0.93 5.89*** 0.47***
Interpersonal Focus (Pronouns)
1st P. Singular 0.027 0.030 -10.48 -0.19 -1.18* 0.20
1st P. Plural 0.013 0.005 141.59 0.70 4.40*** 0.41***
2nd P. 0.043 0.017 150.40 1.66 10.50*** 0.56***
Temporal References
Focus Past 0.016 0.018 -8.88 -0.90 -5.66*** 0.54***
Focus Present 0.022 0.098 -77.43 -0.49 -3.10** 0.24*

identify empathetic tones in emails. Interestingly, we find no statis-
tically significant difference in the usage of empathetic tone by both
human-written (mean=0.94) and AI-generated (mean=0.93) emails.
This aligns with recent work about LLMs’ ability to simulating
empathy in interactions [38, 48].

4.2.6 Diversity. Linguistic diversity quantifies variation in email
responses within a thread using word embeddings and cosine dis-
tance. We obtained the vector representation of each email using a
pre-trained Word2Vec model [17]. Next, we computed the centroid
vector of each thread by averaging all email embeddings within
the thread. We then measured the cosine distances between each
email and its respective centroid within the thread. Therefore, for a
thread, the average of these cosine distances refers to the linguistic
diversity measure—ranging between 0 and 1—where higher values
indicate more diverse responses. As shown in Table 2, AI-generated
emails (mean=0.36) exhibit lower content diversity than human-
written emails (mean=0.38) with statistical significance (𝑡=-10.10,
𝑝<0.05). Furthermore, Figure 2l illustrates that AI-generated re-
sponses not only have lower diversity but also show much lower
variance compared to human-written emails.
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Table 4: Comparing the occurrences of LIWC categories
across several LLMs, along with Kruskal-Wallis 𝐻 tests. 𝑝-
values reported after Bonferroni corrections (* 𝑝<0.05, **
𝑝<0.01, *** 𝑝<0.001).

LIWC Category GPT-4 GPT-3.5 Llama2 Mistral H-stat.

Affect
Affect 0.026 0.026 0.030 0.024 16.74***
Anxiety 0.017 0.015 0.016 0.015 4.33
Pos. Emo. 0.005 0.004 0.004 0.005 15.13**
Neg. Emo 0.002 0.002 0.001 0.002 18.01***
Cognition & Perception
Insight 0.001 0.000 0.000 0.001 9.58*
Cog. Process 0.001 0.002 0.001 0.001 6.18
Percept 0.114 0.131 0.157 0.133 38.01****
Hear 0.004 0.011 0.018 0.008 94.51****
Social & Personal Concerns
Friend 0.053 0.079 0.076 0.064 74.80****
Female 0.050 0.074 0.071 0.059 71.35****
Male 0.000 0.000 0.000 0.001 1.76
Leisure 0.002 0.002 0.001 0.001 23.99****
Space 0.012 0.014 0.008 0.010 29.70****
Time 0.007 0.009 0.003 0.006 37.90****
Achiev. 0.034 0.043 0.035 0.036 9.81*
Reward 0.019 0.014 0.016 0.019 16.08**

Function Words
Article 0.053 0.052 0.056 0.051 3.08
Preposition 0.114 0.126 0.110 0.106 28.19****
Conjunction 0.051 0.048 0.040 0.045 31.55****
Adverb 0.026 0.020 0.018 0.023 21.86****
Negate 0.003 0.003 0.004 0.005 17.47***
Aux. Verb. 0.050 0.054 0.056 0.059 13.06**
Number 0.098 0.112 0.109 0.110 20.74***
Quant 0.041 0.041 0.041 0.034 17.93***
Interpersonal Focus (Pronouns)
1st P. Singular 0.027 0.040 0.037 0.035 43.86****
1st P. Plural 0.013 0.007 0.009 0.011 20.67***
2nd P. 0.043 0.057 0.062 0.055 36.85****
3rd P. Plural 0.001 0.001 0.002 0.002 12.23**
Impersonal Pronoun 0.031 0.033 0.027 0.035 12.43**
Temporal References
Focus Past 0.016 0.013 0.009 0.008 52.42****
Informal
Netspeak 0.002 0.002 0.002 0.002 9.03*
Assent 0.001 0.000 0.001 0.000 11.13*

4.3 Psycholinguistic Analysis
As email communication is between at least two people, we also
examined the psycholinguistic features in human-written emails
and GPT-4-generated emails by using Linguistic Inquiry and Word
Count (LIWC) [83]. LIWC consists of several psycholinguistic cat-
egories ranging across—1) Affect, 2) Cognition and Perception, 3)
Social and Personal Concerns, 4) Biological Processes, 5) Functional
Words, 6) Interpersonal Focus, 7) Temporal References, and 8) In-
formal Languages. These eight main categories include more than
60 psycholinguistic attributes, and we measured the normalized
frequencies for each attribute of AI-generated and human-written
emails. Table 3 reports the LIWC comparisons and we summarize
our observations below.

4.3.1 Affect. We find that AI-generated emails contain signifi-
cantly fewer affective attributes compared to human-written emails.

In particular, AI-generated emails contain a significantly higher
quantity of positive emotion words than human-written emails—
aligning with our prior analysis on language polarity. Although
AI-generated emails do not contain any anger and sadness keywords,
they contain many more anxiety keywords with a substantial dif-
ference of 2,298%. However, higher usage of anxiety words does
not necessarily mean emotion, but a polite response to the other
person in the conversation: examples such as “Don’t hesitate to let
me know if you need my input or there are specific areas where I
could provide support or further insights.”

4.3.2 Cognition and Perception. AI-generated emails have greater
occurrences of perception (by 1,046%) and hear (by 106.4%), such as,
“I’m thrilled to hear about your focus on improving interoperability
and adaptability in agent-based systems.” AI-generated emails were
less likely to contain strong personal emotion or as a command
to another person in the text for professionalism [44]. In contrast,
human-written emails used such words more frequently, for exam-
ple, “If we can reach agreement in these two areas, I hopeful that we
will leave Dallas with broad agreement on all the main topics.”

4.3.3 Social and Personal Concerns. Social and personal concerns
are expressed in email communication to refer to another per-
son [98]. To highlight, LLM-generated emails have noticeably more
uses of attributes like friend (1,666%), female (4,534%), achievement
(107%), and achievement (107%). In fact, the attributes of friend and
female are commonly seen in LLM-generated emails due to the
template of generated emails, such as “Hi [Colleague’s Name]” and
“Dear Sir or Madam”. LLMs also use achievement more frequently
in showing politeness and encouragement, such as in, “I’m looking
forward to discussing this in greater depth and exploring your insights
[..]” Nevertheless, we find no mention of family, home, religion, and
motion in AI-generated emails, given that the LLMs were prompted
to write emails in a professional setting [63]. In contrast, human-
written emails would often contain “folks”, to refer to a group of
people. This observation again reveals that LLMs are more consis-
tent with language use and tone, and aligns with our formal feature
observation in semantic analyses.

4.3.4 Function Words. For this category, AI-generated emails have
substantially more uses of number and considerably more uses
of quantity as functional words. These could be seen in examples
like “Thank you once again for your thorough guidance and support.”
where the keyword “once” is used and is recognized as the number
attribute. AI-generated emails also show greater use of prepositions
(by 19%) and conjunctions (by 43%), but lower use of articles (by
-11%) and adverbs (-23%) than human-written emails.

4.3.5 Interpersonal Focus (Pronouns). Interpersonal focus is a key
aspect in email writing centered around the use of pronouns [16].
We find contrasting trends in the use of first-person pronouns—AI-
generated emails contain lower occurrences of first-person singular
pronouns (by -10.5%) but higher occurrences of first-person plural
pronouns (by 142%) than human-written emails. Per prior work [66],
first-person singular pronouns are indicative of personal narratives,
whereas first-person plural pronouns are indicative of collective
identities and a polite tone, e.g., as a GPT-generated email con-
tained, “Looking forward to your response so we can get this sorted
out promptly.” In contrast, human-written email responses tend to
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frequently use phrases such as, “I look forward to it.” This highlights
a key difference in writing style—LLMs tend to adopt a collective
voice using “we/us” whereas human writers are more likely to
express themselves from an individual perspective using “I”.

4.3.6 Temporal References. Temporal references are associated
with different behaviors in an organization [8]. We find that AI-
generated emails show fewermentions for all temporal occurrences—
past (-8.88%), present (-77.43%), and future (-100%) than human-
written emails. Temporal focus is an indicator of recollection of
events and personal narratives [18, 66]. However, the lack of these
references indicate that LLMs cannot bring in temporal references
and past contexts in the emails, for which the LLMs would need to
incorporate a significant amount of information. The AI-generated
responses did not contain any word in the focus future subcategory,
which is fairly commonly used human-written responses, “Well,
I am planning something based around the get or send command,
which basically does a text version of a web page.”

5 Qualitative Examination
To explore the social impact of AI-generated emails, we conducted
a manual evaluation by collecting feedback on AI-generated and
human-written emails through a survey completed by 41 partic-
ipants who are university students. We also conducted detailed
one-on-one interviews with four of the 41 participants. Our survey
and interviews found that a majority of our participants correctly
recognized emails as AI-generated. They described AI-generated
emails as “wordy” and “formal.”

Within the survey, the participants were presented with two
different sets of email conversations, each with three responses—
one human-written, one GPT-3.5-generated, and another GPT-4-
generated. This survey was structured in three distinct phases—1)
the first phase kept participants unaware of the AI-generated nature
of some emails; 2) in the second phase, participants were asked if
they felt one or more than one of the responses were AI-generated,
informed about the presence of AI-generated emails, and asked to
guess which response emails as AI-generated; and 3) in the third
phase, selective participants were invited for an interview to dis-
cuss their perceptions of the differences between emails composed
by GPT and those written by humans. For participants who par-
ticipated in the interview, we organized interviews following each
phase to gather their in-depth perspectives.

5.1 Phase 1: Evaluating Email Perceptions
In the first phase, participants were presented with three types of
responses for each of the two email threads, and were asked to vote
for their top choices on which email was the most—1) professional,
2) clear, 3) unclear, 4) confident, 5) accommodating, 6) helpful, 7)
unnecessarily wordy, and 8) best writing. Participants could skip
a question if they did not have a preference. Figure 3 provides an
overview of our survey results, which we describe further.

Figure 3 indicates that AI-generated emails consistently out-
perform human-authored ones in terms of professionalism, with
GPT-4 receiving the highest ratings (56.1% on average) followed by
GPT-3.5 (37.8%), while human-written emails were rated as most
professional by only 6.1% of participants. However, this professional
tone comes at a cost: GPT-4-generated emails were overwhelmingly

considered as “most unnecessarily wordy” (82.9% on average), sig-
nificantly higher than both human-written emails (both 8.6%).

GPT-3.5 emerged as particularly effective in balancing differ-
ent aspects of communication. It received the highest ratings for
clarity (59.8%) and confidence (46.4%) and scored well in writing
quality (54.9%). This balanced performance suggests that GPT-
3.5 might be more effective in matching human expectations for
email communication. Human-written emails showed a distinct
pattern—although these emails scored lowest in professionalism
and were often rated as most unclear (61.0%), they closely matched
AI-generated emails in aspects such as wordiness, helpfulness, and
confidence—suggesting a more direct and concise communication
style. The helpfulness ratings reveal that although GPT-4 achieves
high scores in professionalism and willingness to help, it only
slightly outperformed GPT-3.5 in helpfulness by 1.2% (39.0% vs
37.8%). This suggests that while AI-generated emails may appear
more professional and accommodating, this does not necessarily
translate into greater practical value for recipients.

5.2 Phase 2 & 3: Deeper Understanding
In the second phase, we investigated the participants’ ability to
identify AI-generated emails and their perceptions of AI versus
human authorship. After the initial evaluation, participants were
informed that some responses were generated by an LLM (GPT),
without specifying which ones. Of the 41 participants surveyed,
the majority (85.4%) suspected AI involvement in email responses
before being told—63.4% were highly suspicious, 22.0% had mild
doubts, and only 14.6% did not suspect AI involvement at all. The
high rate of participants suspecting AI involvement suggests that
AI-generated text may exhibit clear patterns or stylistic features
that make it recognizable to readers. When asked to identify which
emails were AI-generated, participants showed varying levels of
accuracy. In the first email thread, GPT-4’s response was most fre-
quently recognized as AI-generated, with 78% accuracy, followed
by GPT-3.5’s response at 68%. However, 24% of participants mis-
takenly identified the human-written response as AI-generated. In
the second email thread, participants demonstrated high accuracy
in identifying GPT-4’s (82%) and GPT-3.5’s (71%) responses as AI-
generated. Meanwhile, 85% correctly identified the human-written
response as human-authored.

Finally, in the third phase, we disclosed which emails were
AI-generated, asking participants to compare them with human-
written emails. Once again, participants characterized AI-generated
emails as more verbose and using less common words. They also ob-
served that AI-generated emails tend to be more formal and polite,
whereas human-written emails are more direct. These qualitative
observations align with our quantitative examinations.

We also asked participants’ stances on receiving emails that
appear to be predominantly authored by AI, we found varying re-
sponses. Only a minority of the participants (12%) voiced a negative
perception, sharing that it reflected a lack of effort or authenticity
from the sender. For example, some participants mentioned that
AI-generated texts are “robotically warm-hearted” or “excessively
polite and positive.” A significant majority of the participants (76%)
were neutral or mixed about receiving AI-generated emails, while
they have some negative perceptions related to the artificial nature
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Figure 3: Comparing user responses about human-written, GPT-3.5-generated, and GPT-4-generated email responses. The
percentages are the proportion of participants (N=41).

or perceived lack of genuine effort in AI-generated emails but also
recognized the consistency and politeness in AI-generated texts,
such as “Content generated by GPT is the most complete version
in terms of formality, but are not necessarily the most pleasant for
reading.” They also viewed that while GPT may enhance profes-
sionalism and politeness, it could also make emails less personal,
leading them to have mixed feelings about AI-generated emails.
These observations support and add to the insights found by Liu
et al. on how people’s perception of trust decreased as the perceived
sender of the email shifted from human to AI [52].

6 Robustness of Analyses
We conducted further robustness tests of our analyses to ensure
that our results were not sensitive to one type of LLM. We applied
the same pipeline of analyses on three other LLMs, GPT-3.5, Llama-
2 [89], and Mistral-7B [43]. We conducted pairwise 𝑡-tests for LLM-
generated emails against human-written emails, and a Kruskal-
Wallis test across all the generated emails. Table 5 provides an
overview of our comparative examination.

First, examining the LLMs vs. human pairwise 𝑡-test columns
in Table 5, we observe that the majority of t-tests for each metric
exhibit consistent trends. This suggests that regardless of the type
of LLM, they exhibit similar patterns when compared to human-
written emails. One exception is in the case of verbosity—while GPT-
4 tended to use more words per sentence, all other LLMs tended to
have fewer words per sentence than human-written emails—Llama-
2 being the least wordy. In terms of readability, we find that all
LLMs show significantly higher readability than human-written
(6.82) emails, with GPT-4 (11.30) showing the highest, and Mistral-
7B (7.97) showing the lowest readability. All the LLMs also show
higher complexity and repeatability than human-written emails.

All the LLMs also show higher polarity, subjectivity, formality,
and politeness than human-written emails. In terms of empathy,
while most LLM-generated emails show no statistically significant
differences compared to human-written emails, Llama-2 demon-
strates a weak but statistically significant 5.37% higher empathy

than human-written emails. Finally, we also see that all LLMs show
lower diversity than human-written emails, highlighting LLMs’
tendency to repurpose content in email writing.

Together, our robustness analysis revealed that LLMs are not
only similar to one another in generating emails, but also exhibit
comparable differences when compared to human-written emails.

7 Discussion and Conclusion
Emails are a unique and highly contextual form of communication,
whose quality depends on striking an optimal balance of being for-
mal and professional, as well as being brief and personal. This work
takes a step towards understanding how AI-generated emails com-
pare against human-written ones, providing meaningful insights
into the linguistic characteristics and perceptions surrounding both
types of emails, shedding light on how each performs across var-
ious parameters important for communication in both personal
and professional settings. We first computationally compared email
threads based on linguistic features of syntax (verbosity, readability,
repeatability, and complexity), semantics (polarity, subjectivity, for-
mality, politeness, empathy, and diversity), and psycholinguistics.
We found that AI-generated emails tend to be more readable, but
also more verbose, complex, and use repeatable language. Further,
AI-generated emails tend to bemore positive, subjective, and formal,
but less diverse than human-written emails. Interestingly, AI uses
comparable empathetic tone like humans in emails. We followed
up our quantitative examination through user studies via surveys
and interviews, which supported our quantitative examinations,
as well as unveiled deeper insights. For instance, our participants
looked for professionalism and clarity in emails and were typically
able to detect AI-generated content. Although some participants
perceived AI-generated writing as lacking authenticity, the major-
ity expressed neutral or positive perceptions about AI-generated or
AI-assisted email compositions.

This study highlights the need for further research into human-
AI collaboration, particularly in more specialized professional set-
tings, and how AI-generated emails are perceived in high-stakes
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Table 5: Summary of comparing human-written andmultiple LLM-generated emails, including paired 𝑡-tests in comparisonwith
human-written emails, and a Kruskal-Wallis 𝐻 -test across the four LLM-generated emails. (∗𝑝 < 0.05, ∗ ∗ 𝑝 < 0.01, ∗ ∗ ∗𝑝 < 0.001).

Human GPT-4 GPT-3.5 Llama-2 Mistral-7B

Metric Mean Mean t-test Mean t-test Mean t-test Mean t-test H-stat.

Syntax
Verbosity:
Words per Sentence 18.00 19.70 0.19* 16.70 -7.65*** 15.80 -2.59* 16.55 -1.57*** 130.00***
Words per Email 68.80 193.00 19.50*** 112.00 10.39*** 95.60 5.54*** 145.39 10.72*** 217.00***
Sentences per Email 4.14 9.81 17.80*** 6.58 11.97*** 5.90 6.95*** 8.08 11.32*** 187.00***
Readability 6.82 11.30 14.00*** 10.2 10.54*** 9.29 7.70*** 7.97 2.38* 128.00***
Complexity 4.05 4.85 10.60*** 4.74 9.13*** 4.56 6.80*** 4.29 2.39* 108.00***
Repeatability 0.31 0.48 12.20*** 0.43 8.17*** 0.39 4.92*** 0.49 9.45*** 85.80***

Semantics
Polarity 0.11 0.23 0.47*** 0.35 12.97*** 0.43 15.24*** 0.25 6.95*** 158.00***
Subjectivity 0.40 0.48 4.67*** 0.51 5.67*** 0.45 2.52* 0.44 1.87 28.10***
Formality 0.52 0.80 6.06*** 0.90 8.44*** 0.91 8.76*** 0.79 4.99*** 169.00***
Politeness 0.83 1.0 5.57*** 1.0 5.57*** 1.0 5.55*** 0.87 0.97 82.49***
Empathy 0.93 0.94 0.25 0.97 1.93 0.98 2.53* 0.97 1.84 44.43***
Diversity 0.38 0.36 -10.13*** 0.35 -12.08*** 0.36 -8.97*** 0.34 -6.34*** 53.80***

contexts, where nuances in tone, trust, and authenticity may carry
greater weight. We recognize that AI-generated is not necessar-
ily the same as AI-assisted content—which is likely to be closer
to a real-world scenario, i.e., an individual asking for email reply
suggestions from an AI chatbot, and then modifying the content
as they see appropriate. However, this study only considered AI-
generated content, showcasing how LLMs can incorporate context
and cohesiveness of information in email writing. Therefore, our
work motivates the design of tools that can assist professional writ-
ing. Given the potential strengths of AI-generated email writing as
highlighted in this work, tools that assist email writing by incorpo-
rating complementary strengths of AI-generation as well as human
intelligence can even be prevalently used. Email interfaces, such as
those in widely-used platforms like Outlook or Gmail, could benefit
from deeper integration with generative AI technologies, offering
users intelligent text suggestions that enhance both the quality and
efficiency of email writing without sacrificing the personal touch
that human writers bring to communication.

As AI-assisted writing tools become more common, there are
broader implications for workplace automation and the skillsets
required of professionals [47, 73]. Rather than focusing purely on
writing, employees may need to learn how to edit and refine AI-
generated content effectively. Our work also inspires further exam-
inations into understanding how AI-generated emails align with
human-values [79], where AI essentially needs to reflect the writer’s
(and also the recipient’s) intent, tone, and values. In particular, if
the AI’s content generation does not align with the desired val-
ues and needs, it can lead to misunderstandings not only between
human-and-AI but also between human-human communication,
especially when used in professional settings. Emails also need to
adapt to the sensitivity of context and how organizational power
manifests in email communication, e.g., how to communicate to a
team member, a client, or a superior in an organization—and there
are subtle cues (beyond politeness and tone) that we are able to in-
corporate with experience and contexts, but an AI may not be able
to incorporate. Accordingly, AI-driven email assistants should also

balance autonomy—individuals should be able to be in control and
incorporate their own customizations as needed when prompting
the email assistant. However, prompting cloud-based LLM services
with sensitive organizational or personal data from email content
can lead to privacy and security-related risks. Therefore, the poten-
tial ethical concerns around trust and transparency in AI-generated
communication will require careful consideration, particularly in
high-stakes professional contexts.
Ethical Implications. Our work uses a publicly accessible email
dataset (W3C Corpus) and did not require any direct interactions
with individuals, so it did not qualify for ethics board approval.
However, we recognize the ethical implications and want to cau-
tion against our work being interpreted as advocating for using
LLMs for email generation as that can involve different kinds of
risks, including plagiarism and privacy sensitivity. In some sense,
our work also calls for the establishment of practices and standards
to guide the ethical use of LLMs in writing assistance. As LLMs
increasingly become a part of professional and personal communi-
cation, it is critical to ensure that their development and deployment
adhere to ethical guidelines, including, but not limited to the cases
of high-stakes and professional settings.
Limitations and Future Directions. Given that we conducted a
preliminary exploration, albeit thorough data analysis, our study
has limitations, many of which suggest interesting directions for
future research. Our work only provides initial insights into how
LLM-generated emails compare against human-written ones. Fu-
ture work can adapt a multitude of prompt engineering, fine-tuning,
and Retrieval Augmented Generation (RAG)-based approaches to
generate more specific types of emails. Additionally, we conducted
a manual evaluation with a small group of participants, primarily
university students, which introduces sample bias in their perspec-
tives. Future work can include larger-scale surveys with a more
diverse participant pool to enhance the evaluation. Our study fo-
cuses solely on an email dataset from work settings within the
technology industry, leaving room for future exploration of diverse
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email conversation contexts. Future work can further expand the
understanding of the social impacts of AI-generated texts by extend-
ing beyond the scope of our current research, by targeting more
specific fields, such as looking into the effectiveness of AI-generated
customer service emails, evaluation of AI-generated content mod-
eration on social media, and so on.
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